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Abstract—Finding bottlenecks and eliminating them to increase the overall flow of a network often appears in real world applications, such as production planning, factory layout, flow related physical approaches, and even cyber security. In many cases, several edges can form a bottleneck (cascaded bottlenecks). This work presents a visual analytics methodology to analyze these cascaded bottlenecks. The methodology consists of multiple steps: identification of bottlenecks, identification of potential improvements, communication of bottlenecks, interactive adaptation of bottlenecks, and a feedback loop that allows users to adapt flow networks and their resulting bottlenecks until they are satisfied with the flow network configuration. To achieve this, the definition of a minimal cut is extended to identify network edges that form a (cascaded) bottleneck. To show the effectiveness of the presented approach, we applied the methodology to two flow network setups and show how the overall flow of these networks can be improved.
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I. INTRODUCTION

The analysis of flows is an important topic in various applications, such as cyber-security [14], biological pathway analysis [32], and cyber-physical manufacturing systems [15]. An important aspect in the context of optimizing such networks is the identification and elimination of bottlenecks [18].

The analysis of bottlenecks in such networks can be accomplished via flow networks, with entities represented as nodes/vertices and their relation as edges of the network. Depending on a network’s setting, each of these edges has a specific capacity, describing the maximum flow between two connected entities. To identify a bottleneck of a network, the corresponding flow network is analyzed. Several requirements need to be fulfilled for an analysis to be meaningful (see Section II). Contrary to intuition, the bottleneck of a flow network is not a single edge between two nodes. Instead, a bottleneck is a set of edges. The minimum cut of a flow network can help with describing these bottlenecks. This cut separates the nodes of the flow network into two groups: one that can be reached by the network’s source, and the other defined by the remaining nodes. In this graph-theoretical setup, the question arises how to identify the true bottleneck edge in the group of minimum-cut edges, how to visually encode this bottleneck, and how to increase the maximum flow in a flow network, when there are no nodes that can be reached by the source and sink simultaneously (e.g., cascaded bottlenecks).

We introduce a visual analysis methodology for cascaded bottlenecks in planar flow networks. It is based on the work of Post et al. [21] and extends the definition of a minimum cut in a flow network by separating the nodes in a network into three groups: nodes that can be reached from the source, nodes that can reach the sink of the network, and the remaining nodes. This definition allows an enhanced classification of edges crossing these regions to identify those edges that are the bottlenecks of the network. When these regions are not attached to each other, the presented methodology allows users to identify potential bottlenecks, high-lighted for effective communication. To define an intuitive visualization of bottlenecks in a network, we present a visualization based on the Voronoi diagram [11] derived from the underlying graph’s node layout. Color-coded regions indicate bottleneck transition in a flow network. Our visualization supports user interaction enabling users to manually adapt cascaded bottlenecks and increase the overall flow throughout a network. To study the influence of user defined changes, our approach involves a visual feedback allowing users to refine network settings until the network’s flow properties are as desired, see Section III.

In summary, this paper makes the following contributions:

• An extended definition of the minimum cut for flow networks
• An intuitive visualization of a minimum cut in a flow network and cascaded bottlenecks
• An interactive visual analytics approach that allows users to increase overall flow in a network

To show the effectiveness of the presented approach, we improve the overall flow in two networks and discuss how it satisfies the defined requirements for bottleneck analysis (see Section IV).
II. RELATED WORK

This section summarizes the state of the art in minimum cut visualization as well as techniques that help to increase the overall flow in a network. Further, this section describes the requirements that must be fulfilled to perform meaningful bottleneck analysis.

A. Comparative Visualization of Minimum Cuts

Vehlow et al. [30] presented a state-of-the-art report summarizing available network drawing methods with the goal of grouping the nodes of graphs. Although they presented a large variety of graph-drawing algorithms, an intuitive visual mapping of the minimum cut itself was not presented. In contrast, our approach introduces a visual encoding for the minimum cut based on Voronoi diagram tiles.

Brandes et al. [4] presented a planar visualization of the minimum cut in flow networks by arranging a network in a rectangular manner and adding a poly-line to indicate the cut. This method is widely used in open-source solutions discussed by [13], [16], [17]. Although this method provides a suitable first indication of the minimum cut, it cannot indicate edges in a flow network that represent a bottleneck in the network. Our approach utilizes the method of Brandes et al. [4] as a foundation and refines the definition of a minimum cut to enhance transitions that form the bottleneck of the considered system.

B. Cascaded Bottleneck Analysis

The identification and visualization of bottlenecks is an important problem when considering overall flow in a network [31]. This Section discusses the state of the art.

Alstott et al. [3] presented a method that supports the identification and adaptation of cascaded bottlenecks through a computational approach. Although this approach produces a new flow network with an overall increased flow, it does not allow users to review different options to increase the flow. Therefore, our method visually communicates available options to a user, to increase the overall flow of a network; visually guides are presented to the user in this process.

Scholz-Reiter et al. [27] presented an analytical approach to model dynamic bottlenecks in manufacturing systems. Their approach can be used to classify edges in a flow network as (cascaded) bottleneck edges. Although this approach allows one to classify bottleneck edges, it does not allow one to visually inspect and adapt them. Our approach therefore includes a visual tool to adjust bottleneck edges.

Qi et al. [23] presented a visual analytics approach to identify bottlenecks in a road network by examining the average speed of cars on a road segment. Although this technique shows where traffic is currently moving slowly, it does not provide insight to the real bottleneck edges in the flow network. Thus, we present an approach that permits the identification of bottleneck edges and allows users to adapt them.

Methods to examine and increase the overall flow in a water distribution system [24], [28] typically utilize graph theory concepts, such as minimum cuts, to compute the optimal setting of a water distribution network when considering specific parameters. Although this approach provides decision makers with a suitable overview of an optimal setting in a flow network, it does not indicate which edges in the flow network require adaptation to achieve the desired behavior. Our visual approach makes it possible to identify bottlenecks in a flow network and allows users to interactively adjust them.

C. Requirements for Bottleneck Analysis

In order to provide an effective analysis of cascaded bottlenecks in planar flow networks, the following requirements have to be satisfied.

R1: Identification of the bottleneck edges [25]

In order to increase the overall flow in a flow network, bottleneck edges must be identified. This includes single bottlenecks that consist of one edge as well as bottlenecks that are composed of multiple edges in the network.

R2: Identification of potential improvements [22]

In a variety of cases, more than one bottleneck can exist. Multiple edges in a flow network can be classified as bottleneck edges that can obtain a higher capacity in order to increase overall flow in a network. The goal is to identify different options.

R3: Communication of bottlenecks [5]

As users from different domains need to determine the edges in a flow network where capacity needs to be increased, the identified bottleneck edges need to be visually communicated to users in an intuitive manner.

R4: Interactive adaptation of flow [26]

A flow network usually corresponds to specific physical objects. Users need to be enabled to select the edge (objects) that require a larger capacity.

R5: Feedback loop [7]

After altering the capacity of edges, the overall flow and bottleneck edges can change. A feedback loop is required that permits users to examine the effects of new settings, enabling them to make further changes when necessary.

The overall goal is to provide a visual analytics tool that is capable of satisfying these requirements.

![Flow network consisting of vertices, directed edges, a source and sink vertex, and a flow and capacity value per edge. The capacity limits the flow. Except the source and sink, all vertices preserve the flow.](image)
III. METHODS

The analysis of bottlenecks in flow networks is an essential task for many real world applications in planning and engineering. This section presents a method to visually inspect single bottleneck fronts in planar flow networks developed by Post et al. [21]. Based on this, a method to analyze the propagation of bottlenecks for a network with an ensemble of different configurations is demonstrated.

A. Flow Networks

This section relies on the general definition of flow networks with a single source and sink, which is presented below. Figure 1 shows an example for such a flow network. A network \( N = (G, c, s, t) \) consists of a directed graph \( G = (V, E) \) with a finite set of vertices \( V \) and a set of directed edges \( E \subseteq V \times V \). Here, the edges should not include self loops or multiple edges in the same direction between any two nodes. The capacity function \( c : E \rightarrow \mathbb{R}_+ \) assigns a non-negative capacity value to every edge in the network. The vertices \( s, t \in V \) with \( s \neq t \) should be the only source and sink in the network, respectively.

A flow \( f : E \rightarrow \mathbb{R}_+ \) is a function assigning a non-negative flow value to each edge in the network. Hence, a flow network is a network together with a specific flow on it. There are several constraints that apply to such a flow. The flow should be limited by the capacity, thus, \( \forall e \in E : f(e) \leq c(e) \), i.e., the flow along an edge is never larger than the edge’s capacity. Also, all vertices except the source and sink should preserve the flow, thus, \( \forall v \in V \setminus \{s, t\} : \sum_{(w,v) \in E} f(w,v) = \sum_{(v,w) \in E} f(v,w) \), i.e., the total incoming flow is equal to the total outgoing flow for a vertex. For the source, the total outgoing flow is larger than the total incoming flow, and for the sink this is reversed.

The value of an \( s \)-\( t \)-flow \( f \) is set to \( f(s,w) - f(w,s) \) is the value of the outgoing flow of the source \( s \) minus its incoming flow. Since all vertices except the source \( s \) and sink \( t \) preserve the flow, this is the same as the value of the incoming flow of the sink \( s \) minus its outgoing flow. This work focuses on planar flow networks. To restrict the general definition of (flow) networks to planar (flow) networks, the respective graph \( G \) should be planar. This means that \( G \) can be plotted in a plane without edges crossing each other. Figure 1 shows an example for a planar flow network with a proper embedding in the image plane.

B. Maximum Flows

A maximum flow \( \hat{f} \) on a network \( N \) has the largest value among all possible flows on \( N \), thus, there exists no other flow \( f \) with \( |f| > |\hat{f}| \). Maximum flows are interesting, since lower capacity constraints could be used to achieve flows with smaller values. This means that given capacity constraints limit maximum flows only. Thus, to evaluate the full potential of networks, the maximum flows have to be analyzed. This leads to the question of how to find a maximum flow for a given network. The method of Ford and Fulkerson [10] is a general approach to find such a maximum flow. To understand this approach, the definition of a residual network needs to be used.

For a given flow network \( N = (G, c, s, t) \) with flow \( f \) the residual network is defined as \( N_f = (G_f, c_f, s, t) \) with \( G_f = (V, E_f) \). Thus, the vertices \( V \) and the source \( s \) and sink \( t \) of the residual network are the same as the ones of the given network, though the edges \( E_f \) and their capacities \( c_f \) change. The edges and capacities of the residual network are defined as follows. For each edge \( (v, w) \in E \) a forward edge \( (v, w) \) is added to \( E_f \) if \( f(v, w) < c(v, w) \). The capacity of such a new forward edge \( (v, w) \) is set to \( c_f(v, w) = c(v, w) - f(v, w) \). For each edge \( (v, w) \in E \) a backward edge \( (w, v) \) is added to \( E_f \) if \( f(v, w) > 0 \). The capacity of a new backward edge \( (w, v) \) is set to \( c_f(w, v) = f(v, w) \). Following this definition, a residual network describes the amount of flow that can be added to an edge before the capacity limit is reached (forward edge), and the amount of flow that can be subtracted from an edge before a negative flow would arise (backward edge).

The method of Ford and Fulkerson operates on these residual networks. A directed path from the source to the sink is found in the residual network. This path is called an augmenting path, since the flow of the edges in the original network on this path can be improved thereby increasing the value of the overall flow in the network. So for a forward edge in the residual network, the flow of the original edge is increased and for a backward edge in the residual network, the flow of the original edge is decreased. This procedure is iterated as long as no more augmenting paths can be found in the residual network. It can be shown that the value of the resulting flow is maximal, so the resulting flow is a maximum flow.

The algorithm of Edmonds and Karp [8] uses a breadth-first-search from the source to always find a shortest augmenting path in the residual network. This ensures the termination of the algorithm as well as a polynomial bound of the algorithm’s...
Fig. 3: A planar flow network and its extended minimum cut (image (a)). The spatial separation of the blue and black regions shows that the flow network does not have a single bottleneck front. A method to analyze cascaded bottlenecks is required. The strongly connected components for the residual network are shown color-coded (shades of purple), and their transitions form candidates for the cascaded bottlenecks of interest (image (b)).

A bottleneck edge in a network is to first calculate the maximum flow as described above, and then to collect all vertices that are reachable from the source vertex in the resulting final residual network. Those vertices form the set \( \tilde{S} \) of the cut, with \( \tilde{S}' = V \setminus \tilde{S} \) being the set of remaining vertices. The desired minimum cut is \( \tilde{C} = (\tilde{S}, \tilde{S}') \).

Figure 2(a) shows the residual network of the maximum flow, the collection of vertices starting from the source in blue, and the remaining vertices in gray. To enhance the intuitiveness of the visualization and enable users to easily analyze minimum cuts, Figure 2(b) colors the Voronoi cells [11] of each vertex by a partition-specific color, blue for the vertices in \( S \) and gray for all other vertices in \( S' \). The Voronoi cell of a vertex is the region of all points that are closer to this vertex than to all other vertices. By using Voronoi cells that share a common border to other cells of the same color, regions for both partitions of the minimum cut are formed.

As can be seen, the previously considered edge \((S, B)\) starts and ends in the blue region and cannot be increased to increase the value of the maximum flow. Hence, this edge is not a bottleneck edge. In general, for all edges ending in \( S \) (blue region) by construction there exists a directed path in the residual network from the source to the endpoint of the edge. Thus, instead of increasing the capacity of such an edge, the flow along this path could be improved. An edge ending in \( S \) (blue region) cannot be a bottleneck edge. In contrast to this, one could investigate the behavior of an edge starting in the blue region and leading to the white region. As an example, the edge \((A, C)\) with values “3/3” is considered. Again the intuition fails and the considered edge is not a bottleneck edge.

This shows that the general definition of a cut is not enough to find bottleneck edges. To compensate this shortcoming, this work extends the construction of a minimum cut by adding a third set \( T \subset V \) to the partition. Figures 2(c) and 2(d) show the same visualizations as before, but this time all vertices that have a directed path to the sink in the residual network are collected in the set \( T \) and colored in black. All vertices that are not reached from the source or do not reach the sink form the set \( R \subset V \) with \( R = V \setminus (S \cup T) \) and are left white. The new partition is \( P = (S, R, T) \) (blue / white / black regions).

### C. Minimum Cuts

To find bottlenecks in networks, maximum flows can be considered. For a given network with a path from source to sink, if all edges in the network were unsaturated the value of the flow could be increased. So for a maximum flow in this network there have to be saturated edges. For these edges the flow value equals the capacity value, so the flow cannot be increased any further. One could easily think that increasing the capacity of such an edge would result in a larger maximum flow, i.e., such an edge would be called a bottleneck edge in the following. It turns out that this intuition is incorrect and an increase of the capacity of such an edge is not guaranteed to increase the value of the maximum flow. To counteract this effect, this work focuses on cuts instead of flows.

An s-t-cut \( C = (S, S') \) is a partition of the vertices \( V \) into the disjunct sets \( S \subset V \) with \( s \in S \) and \( S' \subset V \) with \( t \in S' \) such that \( S \cup S' = V \). The capacity of an s-t-cut \( |C| = \sum_{(v, w) \in E : v \in S \land w \in S'} c(v, w) \) is the sum of the capacities of edges from a vertex in \( S \) to a vertex in \( S' \). A minimum cut \( \tilde{C} \) of a network \( N \) has the smallest capacity among all possible cuts of \( N \), so there exists no other cut \( C \) with \( |C| < |\tilde{C}| \).

The max-flow min-cut theorem [9] from graph and optimization theory states \( |f| = |\tilde{C}| \), so the value of a maximum flow is equal to the capacity of a minimum cut and vice versa. This means that instead of considering maximum flows for the analysis of the performance and bottlenecks of networks, minimum cuts can be utilized.

The standard approach to find a minimum cut for a given network is to first calculate the maximum flow as described above, and then to collect all vertices that are reachable from the source vertex in the resulting final residual network. Those vertices form the set \( \tilde{S} \) of the cut, with \( \tilde{S}' = V \setminus \tilde{S} \) being the set of remaining vertices. The desired minimum cut is \( \tilde{C} = (\tilde{S}, \tilde{S}') \).

Figure 2(a) shows the residual network of the maximum flow, the collection of vertices starting from the source in blue, and the remaining vertices in gray. To enhance the intuitiveness of the visualization and enable users to easily analyze minimum cuts, Figure 2(b) colors the Voronoi cells [11] of each vertex by a partition-specific color, blue for the vertices in \( S \) and gray for all other vertices in \( S' \). The Voronoi cell of a vertex is the region of all points that are closer to this vertex than to all other vertices. By using Voronoi cells that share a common border to other cells of the same color, regions for both partitions of the minimum cut are formed.

As can be seen, the previously considered edge \((S, B)\) starts and ends in the blue region and cannot be increased to increase the value of the maximum flow. Hence, this edge is not a bottleneck edge. In general, for all edges ending in \( S \) (blue region) by construction there exists a directed path in the residual network from the source to the endpoint of the edge. Thus, instead of increasing the capacity of such an edge, the flow along this path could be improved. An edge ending in \( S \) (blue region) cannot be a bottleneck edge. In contrast to this, one could investigate the behavior of an edge starting in the blue region and leading to the white region. As an example, the edge \((A, C)\) with values “3/3” is considered. Again the intuition fails and the considered edge is not a bottleneck edge.

This shows that the general definition of a cut is not enough to find bottleneck edges. To compensate this shortcoming, this work extends the construction of a minimum cut by adding a third set \( T \subset V \) to the partition. Figures 2(c) and 2(d) show the same visualizations as before, but this time all vertices that have a directed path to the sink in the residual network are collected in the set \( T \) and colored in black. All vertices that are not reached from the source or do not reach the sink form the set \( R \subset V \) with \( R = V \setminus (S \cup T) \) and are left white. The new partition is \( P = (S, R, T) \) (blue / white / black regions).
with disjoint sets $S, R, T \subset V$, and $S \cup R \cup T = V$, and $s \in S$ and $t \in T$.

All edges starting in $T$ (black region) cannot be bottleneck edges, since by construction there exists a directed path in the residual network from the starting point of the edge to the sink. All edges ending in $R$ (white region) also cannot be bottleneck edges, since by construction they do not have a directed path in the residual network from their endpoint to the sink. Increasing the capacity of such an edge could increase the value of a flow from the source to the edge’s endpoint, but not to the sink. The overall flow would not increase, hence the edge is no bottleneck. Analogously, edges starting in $R$ (white region) also cannot be bottleneck edges.

Proof: Let $(v, w) \in E$ with $v \in S$ and $w \in T$ be an edge leading from $S$ (blue region) to $T$ (black region). By construction, there exists a directed path $(v_1, v_2, ..., v_n)$ with $v_1, v_2, ..., v_n \in V$ and $v_1 = s$ and $v_n = v$ in the residual network from the source $s$ to the starting point $v$ of the edge. By construction there also exists a directed path $(w_1, w_2, ..., w_m)$ with $w_1, w_2, ..., w_m \in V$ and $w_1 = w$ and $w_m = t$ in the residual network from the endpoint $w$ of the edge to the sink $t$. If both paths had a common vertex $v_i = w_j$, the path $(s = v_1, v_2, ..., v_{i-1}, v_i = w_j, v_{i+1}, ..., v_{m-1}, w_m = t)$ would be an augmenting path, and hence the given flow would not have been a maximum flow. Thus, both paths are disjoint and do not increase the overall flow without modifying $c(v, w)$. Also, the flow $f(v, w)$ of the given edge equals its capacity $c(v, w)$, because otherwise the edge $(v, w)$ would be included in the residual network and the path $(s = v_1, v_2, ..., v_n = v, w = w_1, w_2, ..., w_m = t)$ would be an augmenting path. But by modifying the capacity $c(v, w)$ to a greater value $c'(v, w) > c(v, w)$ it holds that $f(v, w) < c'(v, w)$, thus, the edge $(v, w)$ is included in the modified residual network. This leads to an augmenting path $(s = v_1, v_2, ..., v_n = v, w = w_1, w_2, ..., w_m = t)$ that can be used to increase the value of the overall flow. Hence, increasing the capacity of an edge from $S$ to $T$ increases the value of the maximum flow, thus, all edges from $S$ (blue region) to $T$ (black region) are bottleneck edges.

The overall approach works by first performing a max-flow calculation followed by two separate breadth-first-searches in the residual network starting forward from the source and backwards from the sink, respectively. Since the residual network has the same number of vertices and at most twice the number of edges than the original network, the run-time complexity of the breadth-first-searches is in $O(|V| + |E|)$, i.e., the complexity and limitations of the overall approach are dependent on the chosen max-flow algorithm, as described above.

We described a method to visually analyze single bottleneck fronts in planar flow networks. Here, transitions from $S$ (blue region) to $T$ (black region) were bottlenecks. As Figure 3(a) shows, there are cases where there are no direct edges leading from $S$ to $T$ since the blue and the black regions are separated spatially. These flow networks do not have a single bottleneck front but cascaded bottlenecks sequentially following one another. The question arises how the overall flow can be increased, since there is no single edge with a capacity limit that can be increased to do so.

To develop a method to analyze cascaded bottlenecks in planar flow networks, the strongly connected components (SCCs) [2] of the residual networks are evaluated (see Figure 3(b)). The SCCs can be calculated efficiently by Tarjan’s algorithm [29] which has a run-time that is linear in the number of vertices and edges. The general definition of strongly connected components is a unique (except permutation) decomposition $C_1 \cup ... \cup C_k = V$ of the vertices $V$ into a minimal number of disjoint sets $C_1, ..., C_k \subseteq V$ of mutually reachable vertices with $\forall v, w \in C_i : v$ reaches $w$ for all $i \in \{1, ..., k\}$. The components have maximal size and there is a directed path from each vertex to every other vertex within the same SCC, and no directed path either to or from the vertices of another SCC. Since the residual graph is the graph of the residual flow, its SCCs indicate candidates for the bottlenecks. Additional flow can move freely within one SCC, while crossing the boundary between two neighboring SCCs might lead to the need to increase the capacity value of this particular edge (see Figure 3(b)).

The boundaries of the SCCs from Figure 3(b) are used to show the cascaded bottlenecks of interest in Figure 4(a).
interactively analyze cascaded bottlenecks in planar flow nets.

A. Visual System for cascaded bottleneck analysis

Applying it to two flow network examples, this can be applied to develop a method to analyze cascaded bottlenecks. The capacities of flow network edges have to be adapted to increase the overall flow. Since only forward edges that are saturated in the flow network can be used, it is ensured that only a minimal number of these network edges have to be adapted to increase the distance. When those edges are used in a shortest augmenting path in the residual network, additional flow can travel freely on these paths, while the incoming and outgoing edges themselves can be bottlenecks.

The construction of the forward and backward graphs ensure that only forward edges are added to these graphs. The vertices in the forward graph are defined as follows: For each edge \((v, w) \in E\) with \(f(v, w) < \frac{c(v, w)}{w_F(v, w)}\) a forward edge \((v, w)\) with weight \(w_F(v, w) = 0\) is added to \(E_F\). For each edge \((v, w) \in E\) with \(f(v, w) = \frac{c(v, w)}{w_F(v, w)}\) a forward edge \((v, w)\) with weight \(w_F(v, w) = 1\) is added to \(E_F\). For each edge \((v, w) \in E\) with \(f(v, w) > 0\) a backward edge \((w, v)\) with weight \(w_F(w, v) = 0\) is added to \(E_F\). The definition of the backward graph \(G_B = (V, E_B, w_B)\) is analogous but with reversed edge orientations.

The forward and backward graphs can now be utilized to calculate the distance of the shortest weighted path from source and sink to each vertex, respectively (Figure 5). These distances are now called forward distance and backward distance, respectively. This can be done efficiently by Dijkstra's algorithm [6] in \(O(|E| + |V| \cdot \log |V|)\) run-time. The construction of the forward and backward graphs ensure that only forward edges that are saturated in the flow network increase the distance. When those edges are used in a shortest path within the forward or backward graph, their capacity values need to be increased to transport additional flow. Since shortest paths are used, it is ensured that only a minimal number of these network edges have to be adapted to increase the overall flow. In the following it is demonstrated how this can be applied to develop a method to analyze cascaded bottlenecks.

IV. RESULTS

To show the effectiveness of our approach, we tested it by applying it to two flow network examples.

A. Visual System for cascaded bottleneck analysis

The methods presented in Section III can be utilized to interactively analyze cascaded bottlenecks in planar flow networks, see Figure 6. In this case, for each strongly connected component (SCC) all combinations of one edge going in and one edge going out of the same component are connected by a minimal augmenting path in the residual network. Additional flow can travel freely on these paths, while the incoming and outgoing edges themselves can be bottlenecks.

The augmenting paths within each SCC are shown as spline curve segments in Figure 6. Each segment can be selected by the user. Not all possible segments are shown. To enhance usability and restrict the selection to meaningful segments, segments are filtered and unwanted segments discarded. Here, all segments that start or end with an edge decreasing in forward distance or increasing in backward distance are omitted. These segments lead to SCCs that can be reached more efficiently by a different path and are discarded.

When a continuous path from source to sink is formed by the selected segments, this path is used to increase the capacities of bottleneck edges along the path. The capacities are increased by the minimal residual flow of a non-bottleneck edge along the path. After updating the maximum flow computations, at least one non-bottleneck edge on the path becomes saturated and the overall flow is increased as much as possible without adjusting non-bottleneck edges. This process describes one iteration shown in Figure 6 per column, demonstrating the effectiveness of our interactive method to analyze cascaded bottlenecks.

B. Multiple Sources and Sinks

In order to show the applicability of the presented approach to flow networks containing more than one source and sink, we applied the presented methodology to an exemplary water supply flow network.

The network can be reviewed in Figure 7(a). It contains 5000 nodes with 10000 edges. 10 of the nodes are source nodes and 50 are sink nodes. Nodes can be water reservoirs...
Fig. 6: Iterations of the feedback loop. The current flow network and all its filtered path segments are represented by spline curves (white) in the top images. The user can select path segments (magenta) and construct a path from source to sink (bottom images). This path is applied by increasing edge capacities on the path accordingly and calculating the increased overall flow for the next iteration. Only the capacities of edges leading from one to another component must be considered for potential adjustment. The component colors indicate the relative effort to send flow from the source to the component (blue), or from the component to the sink (black). Strongly saturated colors indicate relatively less effort and thereby fewer bottlenecks that must be overcome to increase overall flow.

(indicated by the blue tank icon), factories (indicated by the gray factories icon) or residential areas (indicated by the gray houses).

The resulting visualization of cascaded bottlenecks can be reviewed in Figure 7(b). The resulting cascaded bottleneck edge is highlighted in purple. In the examined network, the goal is to identify the bottleneck edges between water reservoirs and factories in order to promote a working economy system for the future.

In this example, it becomes clear, that the bottleneck edges would be hard to determine without utilizing the provided visualization. It can be seen, that one factory is the end of a bottleneck edge that connects this factory with a water reservoir.

In the presented visualization, users can select specific edges along the highlighted bottleneck edges and adjust them as shown in the previous example. Therefore, decision makers can create future restructuring plans for the water supply service.

V. DISCUSSION

The following Section will discuss the ability of the presented approach to meet the defined requirements from Section II-C as well the requirements, that need to be fulfilled in order to gain user acceptance in real world applications.

A. Discussion of Requirements for Bottleneck Analysis

As discussed in Section II, an effective visual analytics tool for cascaded bottlenecks must satisfy specific requirements. In the following, we summarize how these requirements are satisfied by our methodology.

R1: Identification of bottlenecks

The presented methodology introduces a mathematical basis to identify bottlenecks in flow networks. In addition, direct bottleneck edges can be differentiated from cascaded bottlenecks by determining whether there exists an edge that can be reached by the sink and the source simultaneously.

R2: Identification of potential improvements

To identify potential improvements, this research presents a methodology that classifies the different parts of a flow network where flow can circulate freely. The transition of these areas potentially improves overall flow in the network.

R3: Communication of bottlenecks

To communicate network characteristics effectively, we have devised a visual system that encodes bottlenecks of a flow network and visually highlights areas where flow can circulate freely. A visualization also indicates cascaded bottleneck edges.

R4: Interactive adaptation of flow

As the goal is to increase overall flow in a network, the presented methodology allows a user to interact with the flow network being analyzed. A user can increase cascaded bottle-
Fig. 7: The presented approach applied to a flow network with multiple sources and sinks. The network presents a water supply system in a town with residential areas, factories and water reservoirs. The purple line indicates a cascaded bottleneck between a water reservoir and a factory.

neck edges. This task is supported by an intuitive guidance provided to the user in the entire cascaded bottleneck.

R5: Feedback loop

When changing a flow network configuration, the overall flow and bottlenecks of the network can change. Our system communicates a newly designed flow network to the user and therefore supports a visual feedback loop. Users have the ability to improve a flow network until they are satisfied with its properties.

B. Discussion of Requirements for a Real World use of Visualizations

Gillmann et al. [12] formulated requirements, that need to be fulfilled to promote a real world use of a novel visualization technique. Namely they are usability, effectiveness, correctness, flexibility and intuitiveness. The ability to address the mentioned requirements is summarized below.

The usability of the presented approach is ensured by offering an interactive visualization, that directly encodes edges forming a bottleneck. Furthermore, users are enabled to adjust cascaded bottlenecks to achieve an overall increased flow in the underlying flow network.

The presented approach is effective in terms of computational and storage effectiveness. In addition, the visual guiding allows users to directly identify cascaded bottlenecks and how they can be improved. Still, with increasing complexity of the underlying flow network, the risk of visual clutter or overwhelming increases. This problem could be solved by applying focus and context techniques, such as hierarchical clustering of graphs. A survey of available techniques can be found in [1].

The description of the underlying utilized and defined mathematical concepts is based on well known and proved graph theoretical concepts such as minimal cuts, ensuring the correctness of the presented approach.

Furthermore, the presented approach is able to address a variety of different flow networks. Multiple sources, as well as arbitrary branching degrees can be computed. The underlying mathematical concepts are not restricted to planar flow networks. In fact, the concept of Voronoi cells is not restricted in terms of dimensionality as well. Still, a suitable interaction and visualization methodology would be required in such a case. The input flow networks can origin from a variety of application scenario reaching from traffic control over supply network to logistic tracking. Furthermore, flow networks can be extracted from medical image data [19], [20] to examine the flow in a vein system of a patient.

Finally, the intuitiveness of the approach is ensured, by utilizing a intuitive color scheme encoding cascaded bottlenecks and providing an easy to use interaction mechanism, that allows to adapt bottleneck edges, to achieve an increased flow in the considered flow network.

VI. CONCLUSION

We have introduced a novel approach to visualize bottlenecks (single and cascaded) in flow networks applicable to a variety of real-world applications. For example, product flows and constraints of a manufacturing system can be mapped to a network. We extended the definition of a minimum cut of a network to identify bottleneck edges. This extended definition was used as a basis to visualize minimum cuts and bottlenecks in production systems based on Voronoi regions. This approach supports a fast and intuitive identification of bottleneck transitions in a flow network. Based on this definition, cascaded bottlenecks can be identified. To improve them, users need to increase the capacity of multiple edges in a flow network. The presented work visually encodes all possible improvements and provides intuitive interaction for users.
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