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ABSTRACT
We introduce a new approach for performing image inpainting, by devising an integrative method based on the superpixel segmentation technique and considering minimal user input. Image inpainting methods are concerned with filling in missing or replacing undesired regions in an image. Typically, inpainting methods consider and extrapolate known image data. Superpixels in the immediate neighborhood of the inpainting region are computed and used as source image data to fill in (or replace) the inpainting area. A user provides additional information by specifying line segments in the image to assist the otherwise automatic inpainting process, to ensure that only desirable superpixels are utilized when copying them into the inpainting region. User interaction is minimal, as it is merely necessary to specify a small number of line segments that define image parts to be used as source data in distinct inpainting regions. We provide experimental results demonstrating that our method performs well when compared against other methods, especially concerning the preservation of edges and texture in the inpainted regions.
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1. INTRODUCTION
Image inpainting refers to the technique of completing missing or damaged areas in an image [1, 2], which is an important and active research topic in image processing. The development of image inpainting algorithms is driven by many applications, such as photo editing, architecture repair in images, 3D reconstruction and so on. As many contributions have been made to tackle image inpainting problem, we briefly review some of the main methods, i.e., the diffusion-based method, sparse representation based method and example-based method.

Diffusion-based method smoothly propagates local image structures from the exterior to the interior of the hole. This method is pioneered by Bertalmio et al. [1] with a successful scheme based on PDE (Partial Differential Equation) method. It is further extended by joint interpolation of vector fields and gray levels [3], curvature-driven diffusion model [4], total variational (TV) inpainting[5, 6], and so on. These methods are naturally well suited for completing small regions, such as straight lines and curves, but less effective in handling large missing regions due to the inability to synthesize textures.

The basic idea of image sparse representation is to represent image by sparse combination of an over-complete set of transformations. For inpainting problem, missing pixels are inferred by adaptively updating sparse representation [7, 8, 9]. This method may fail to recover image structures and introduce smooth effect when filling large missing regions.

Example-based methods are developed from texture synthesis [10, 11]. Missing textures are synthesized by sampling, copying and stitching together patches taken from the known part of the image. According to the number of candidate exemplars, it is further categorized into one-candidate [12, 13], multiple-candidates [14, 15] and global [16, 17] methods. The one-candidate method chooses the best match for each image patch. Multiple-candidate method infers the missing region using weighted average of multiple candidate patches. Global method defines inpainting as a global optimization problem. In [16], the objective function is optimized by priority belief propagation. Example-based inpainting methods have better performance for images with big holes, but generally suffer from high computational cost. Another limitation is the difficulty of synthesizing textures with perspective transformations and to fill in large and dispersed holes. Moreover, although performing better than diffusion methods on texture areas, the example-based methods often suffer from error propagation and repetitive patterns, which make images unnatural, especially in the case of stochastic textures.

To solve the problems in example-based method, we propose an efficient image inpainting method based on superpixel and simple user guidance in this paper. The contributions of our work are two-fold:

- We constrain source exemplars to neighbor superpixels to increase inpainting reliability. Searching efficiency for best exemplar is greatly improved.
- Simple user guidance is introduced to segment the source regions and lost regions correspondingly. Error
2. ALGORITHM

The example-based inpainting method proposed in [18] serves as one component of our framework. We first summarize some basic notions.

![Fig. 1. Basic notions of image inpainting method.](image)

As illustrated in Fig. 1(a), the region to be filled (white hole) is called target region $$\Phi$$, and the known region is called source region $$\Omega$$. The task of image inpainting is to completely fill the target region using the source region, and make the inpainted image satisfy a human’s perception. The black-framed patch $$\psi_p$$ is the target patch with center pixel $$p$$. The similar patch in the source region is defined as $$\psi_q$$ with center pixel $$q$$. Missing pixels in patch $$\psi_p$$ are learned by sampling and copying the most similar patch $$\psi_q$$ from the source region, according to a certain distance metric. The key aspects of example-based inpainting method are inpainting order and distance metric for computing image patch similarity. We use the sparsity-driven order proposed in paper [19], which first fills edges and corners while moving from the boundaries inward. A patch $$\psi_q$$ with highest priority is inpainted first. The priority of patch $$\psi_p$$ is defined as

$$P(\psi_p) = C(\psi_p) \cdot \text{Sparsity}(\psi_p),$$  \hspace{1cm} (1)$$

where $$C(\psi_p)$$ is patch confidence, i.e., the relative proportion of source pixels in the patch. The term $$\text{Sparsity}(\psi_p)$$ is defined as

$$\text{Sparsity}(\psi_p) = ||\vec{\omega}_p||_2 \sqrt{N(\psi_p) / N},$$ \hspace{1cm} (2)$$

where $$\vec{\omega}_p$$ is a vector of normalized similarities between $$\psi_p$$ and source patches in the neighbor window centered at pixel $$p$$, shown as red square in Fig. 1(b). $$N(\psi_p)$$ is the number of source patches in the window, and $$N$$ is the number of pixels in the window. The distance metric $$d(\psi_p, \psi_q)$$ is defined as square root of the sum of squared difference (SSD) between patch $$\psi_p$$ and $$\psi_q$$. The similarity between patch $$\psi_p$$ and $$\psi_q$$ is defined as

$$\omega_{p,q} = e^{-\frac{d(\psi_p, \psi_q)}{\sigma}}.$$ \hspace{1cm} (3)$$

The sparsity term defined in Eq. (2) measures whether a patch contains structures. If a patch contains structures, e.g., edges or corners, its similar patches are sparsely distributed along the structures. For plain patches, their similar patches are homogeneously distributed in the window. The $$L_2$$ norm of the similarity vector is higher for sparsely distributed similarity values [19]. Thus, the sparsity term of a patch containing structures is higher so as to make it inpainted first.

Compared with diffusion-based methods and sparse representation methods, the example-based method is more suitable for filling in relatively larger holes. However, as the source region is the whole known region, it is possible to produce flaws, such as those shown in Fig. 2(b), Fig. 4(c). Thus, we make further analysis and improve the method by introducing a new approach that combines the superpixel method with a simple user-guided technique to perform inpainting.

2.1. Superpixel-based image inpainting

For example-based methods, using the whole known region as exemplar source leads to error texture propagation, and is also quite time-consuming to search the best match patch. We constrain the best match patch by adding a location term $$L$$ when defining the new distance metric as,

$$d_{\text{new}}(\psi_p, \psi_q) = d(\psi_p, \psi_q) + \lambda L(\psi_p, \psi_q),$$ \hspace{1cm} (4)$$

where $$L(\psi_p, \psi_q)$$ is the Euclidean distance between two patch centers and $$d(\psi_p, \psi_q)$$ measures the SSD of two patch intensities as in Eq. (3). $$\lambda$$ is a weight factor, and we set it to one empirically. With the new distance metric, locally similar patches are preferred for inpainting missing pixels and the inpainting result is more satisfactory.

![Fig. 2. (a) Image with green hole to be inpainted. (b) Example-based method [18]. (c) New distance metric. (d) Selection of similar patches of result (b).](image)
in the patch sequence. Thus, it is possible that false pixels are produced and propagated. With the new distance metric, a best match is constrained to the local area. In fact, it is intuitive that local information is more reliable for inpainting. Besides, it is computationally expensive to search the whole source region.

Due to the above reasons, a best match is constrained to the local area. In fact, it is intuitive that local information is more reliable for inpainting. Besides, it is computationally expensive to search the whole source region.

### 2.2. User guidance

Based on experience and highly developed perception skills, humans can understand complex images easily, and can intuitively determine what to do to inpaint a hole in a meaningful way. Humans can recognize different objects in the images and determine which target region belongs to which object, which in fact is the segmentation of images. Thus, when humans inpaint an image, we subconsciously segment the source image into different objects, and also segment the target region into corresponding regions. We use corresponding objects to fill different target regions. Inspired by this process, simple user guidance is introduced in our approach. Specifically, we let a user click an even number of points at the junction of different objects. Each pair of points determines a straight line to segment the target region and source region into two parts. Neighbor superpixels in the same segmentation are used to inpaint the corresponding target region.

Fig. 4 shows the effectiveness of user guidance. Fig. 4(b) is the result produced by the proposed method. The edges are clear, and no flaws appear. The result by the example-based method [18] in Fig. 4(c) is unpleasant. Even after modifying it with the location constraint according to Eq. (4), there are still obvious flaws in Fig. 4(d). Most flaws are produced by copying from improper regions. Thus, it is necessary to define boundaries to constrain the search region. With simple user guidance, this problem is easily solved, and the time required for specific points is negligible.

![Fig. 3](image)

**Fig. 3.** (a) Original image with black hole; (b) Superpixel segmented image. Superpixels marked with green stars are used for inpainting.

Based on the above analysis, we come to a conclusion that local information is more suitable for inpainting than the whole source region. Thus, we propose a superpixel-based image inpainting method. A superpixel is a cluster of image pixels with the same or similar properties, which is an over-segmenting technique for images. We adopt the method called FCCS [20] as a pre-processing step for image inpainting, which is efficient for good boundary adherence. As shown in Fig. 3(b), neighbor superpixels marked with green stars along the boundary of the black target region are used as best exemplar source. Compared with a regular window, such as the red dotted line in Fig. 3(a), superpixels are more flexible and adhere boundaries very well, which can hold wrong textures from propagating into the target region.
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**3. EXPERIMENT**

In this section, we compare the proposed method with four methods, Bugeau et al. [12], Herling & Broll [21], Getreuer [22] and Xu & Sun [19]. Bugeau et al. combined PDE-based method with example-based method [12]. Method Herling &
Broll [21] inpaints images by minimizing a global cost function. Getreuer developed total variation inpainting method using split bregman [22]. The algorithm by Xu and Sun [19] is based on sparsity order and fills the target region by combining several patches. Test images and the mask for target region are from dataset published by paper [23]. The inpainting area accounts for 10% pixels. According to the image inpainting survey [23], the popular image quality metrics, such as PSNR and SSIM, are not suited to judge inpainting quality. Thus, we illustrate and analyze the experiment results from visual aspect.

Fig. 6. (a) Bugeau et al. [12]; (b) Herling & Broll [21]; (c) Getreuer [22]; (d) XU & Sun [19]; (e) Proposed; (f) Ground Truth with red circled target region and yellow user input points.

As is shown in Fig. 6(a), method Bugeau et al. [12] has better results on keeping edges than Herling & Broll [21], Getreuer [22] and Xu & Sun [19]. Although the inpainted edges by method Bugeau et al. [12] are kept connected, they are not straight and sharp. The stones in Fig. 6(b) and Fig. 6(d) are all broken as textures around the stone are propagated into the stone area. The target regions are fuzzy without proper textures kept. The result by method Getreuer [22] in Fig. 6(c) keeps the whole target region incoherent with the image. The proposed method gives the clearest boundaries of the stone as shown in Fig. 6(e). In Fig. 7, the inpainting results obtained by each method are similar with Fig. 6. The edges of paving stone are blurred in Fig. 7(a), and broken in Fig. 7(b) and Fig. 7(d). Fig. 7(e) keeps the edges sharp and textures in different objects are in good order.

Compared with the above methods, the proposed method produces the most acceptable inpainting results. The experiment further confirms the effectiveness of our proposed method, as the superpixel segmentation and user guidance effectively reduce the error texture propagation and pattern repetition.

Fig. 7. (a) Bugeau et al. [12]; (b) Herling & Broll [21]; (c) Getreuer [22]; (d) XU & Sun [19]; (e) Proposed; (f) Ground Truth with red circled target region and yellow user input points.

4. CONCLUSION

In this paper, we propose an effective example-based image inpainting method. Rather than using pixels in the whole image, we adopt neighbor superpixels as sources, which makes the best matched patch more appropriate, and the algorithm efficiency are improved greatly. Furthermore, simple user guidance is introduced by specifying couples of points in the image to segment the source region and the target region. Only sources in the corresponding segmentation region are allowed to supply inpainting information. Cross-boundary flaws are effectively avoided, and the edges are well kept.

Our future work will focus on designing algorithm to detect brief line segmentation of the image, as automatic algorithm is more effective in practical application.
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